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Scrabble letters

When Alfred Mosher Butts developed Scrabble beginning in 1933, he chose
the distribution of letters after long and careful consideration. He ultimately
decided there should be 100 tiles, with two blanks, and the other 98 divided
among the letters like so:

A B C D E F G H I J K L M N O P Q R S T U V W X Y Z
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If Butts had simply counted the letters on the front page of The New York
Times as is commonly believed, his letter distribution would have been more
like this:
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For the questions that follow, let’s assume that the actual Scrabble distri-
bution is perfect and that the alternate distribution is wrong.

(a) Which five letters’ counts change the most between the two distributions?

(b) The Brown Corpus consists of over one million words of text taken from a
variety of sources and genres. We will pretend it is a reasonable approxi-
mation to the front page of The New York Times.

The twenty words that occur most frequently in the Brown Corpus are
the, of, and, to, a, in, that, is, was, he, for, it, with, as, his, on, be, at, by,
and I, in that order. These twenty words comprise about 31% of the word
tokens in the corpus. Here token refers to an instance of a word in the
text.

For which of the letters in your answer to (a) does this list help explain
why the two distributions assign it a different number of tiles?

(c) The words in (b) are not equally frequent. Rather, frequency decreases
rapidly with rank:

Word Frequency (%)
1. the 6.8872
2. of 3.5839
3. and 2.8401
4. to 2.5744
5. a 2.2996
6. in 2.1010
7. that 1.0428
8. is 0.9943
9. was 0.9661
10. he 0.9392
11. for 0.9340
12. it 0.8623
13. with 0.7176
14. as 0.7137
15. his 0.6886
16. on 0.6636
17. be 0.6276
18. at 0.5293
19. by 0.5224
20. I 0.5099

How does this new information change your answer to part (b)?
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Kernel Sentences and Complex Sentences

In the 1950’s, the linguist Zellig Harris proposed that complex sentences could
be derived from “kernel” sentences. Some examples of kernel sentences and
complex sentences are shown below.

Kernel sentences

• The bear ate a sandwich.

• The bear yawned.

• It was likely that S (where S is a sentence)

• X persuaded Y that S (where X and Y are sentient beings and S is a
sentence)

Complex sentences

• A sandwich was eaten by the bear.

• The bear that ate the sandwich yawned.

• It was likely that the bear ate a sandwich.

• The bear was likely to eat a sandwich.

In order to turn kernel sentences into complex sentences, there must be a set
of operations for combining and transforming sentences. Following are some
operations that you can practice.
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Operation 1: Passive Voice

Input: S1: X verb Y rest-of-S1
Output: Y was verb-past-participle by X rest-of-S1

Example:
Input: The bear (X) ate (verb) a sandwich (Y) in the park (rest-of-S1).
Output: A sandwich was eaten by the bear in the park.

Task 1: Perform the Passive Voice Operation on the sentence: Five students
took the test on Tuesday .

1. In the input to the operation, what is X?

2. What is Y?

3. What is the verb?

4. What is rest-of-S1?

5. What is the output of the Passive Voice Operation?
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Operation 2: Relative Clause

Input: S1: X verb-1 rest-of-S1
S2: X verb-2 rest-of-S2

Output: X that verb-2 rest-of-S2 verb-1 rest-of-S1

Example:
Input: S1: The bear (X) ate (verb-1) a sandwich (rest-of-S1)

S2: The bear (X) yawned (verb-2)
Output: The bear (X) that yawned (verb-2) ate (verb-1) a sandwich (rest-of-S1).

(Note that rest-of-S2 is empty because S2 ends with verb-2.)

Task 2: Perform the Relative Clause Operation where S1 is The student passed
the test and S2 is: The student saw a movie.

1. In the input to the operation, what is X?

2. What is verb-1?

3. What is rest-of-S1?

4. What is verb-2?

5. What is rest-of-S2?

6. What is the output of the Relative Clause Operation?
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Operation 3: substitution

Example: Input: X persuaded Y that S1
X=Pat
Y=Kim
S1=the sandwich rotted.

Output: Pat persuaded the bear that the sandwich rotted.

Example: Input: It was likely that S1
S1=The bear yawned.

Output: It was likely that the bear yawned.

Task 3: Perform substitution operations:

1. What is the output of this substitution:

Input: X persuaded Y that S1
X=Chris
Y=the teacher
S1=the student passed the test

2. What is the output of this substitution:

Input: It was likely that S1
S1=the student passed the test
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Operation 4: Infinitive Operation for “likely”

Input: It was likely that S1
S1: X verb-1 rest-of-S1

Output: X was likely to verb-1-infinitive

Example:
Input: It was likely that S1

S1: The bear (X) ate (verb-1) a sandwich (rest-of-S1)
Output: The bear (X) was likely to eat (verb-1-infinitive) a sandwich(rest-of-S1).

Operation 5: Infinitive Operation for “persuade”

Input: X persuaded Y that S1
S1: Y verb rest-of-S1.

Output: X persuaded Y to verb-infinitive rest-of-S1.

Example:
Input: X persuaded Y that S1

X=the bear
Y=the butterfly
S1: The butterfly flies away.

Output: The bear (X) persuaded the butterfly (Y) to fly
(verb-infinitive) away (rest-of-S1)

(Note that this operation slightly changed the meaning of the
kernel sentences.)

Task 4: Perform the following infinitive operations:

1. Infinitive Operation for “likely” where S1 is The student passed the test .

(a) In the input to the infinitive operation, what is X?

(b) What is verb-1?

(c) What is rest-of-S1?

(d) What is the output of the infinitive operation?

2. Infinitive Operation for “persuade” where X is the teacher , Y is the student
and S1 is The student does the homework .

(a) What is the output of the operation?
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Combining Operations: The following sentences can be derived from kernel
sentences by a sequence of the operations described above. For each sentence
give the kernel sentences that it is derived from and list the operations that
apply. One example is done for you: The bear was persuaded by the students to
yawn.

Kernel Sentences: S1: The bear yawned.
X persuaded Y that S1

Operations:
1. Infinitive Operation for ‘‘persuade’’

Input: The students persuaded the bear that the bear yawned.
Output: The students persuaded the bear to yawn.

2. Pasive Operation:
Input: The students (X) persuaded (verb) the bear (Y) to yawn (rest-of-S).
Output: The bear (Y) was persuaded (verb-past-participle)

by the students (X) to yawn (rest-of-S).

Task 5: Provide derivations for the following sentences including kernel sen-
tences and operations.

1. The bear that was likely to eat a sandwich yawned.

2. The sandwich was eaten by the bear that was persuaded to yawn.
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